
6.3 Orthogonal Projections  

Theorem 8. The Orthogonal Decomposition Theorem
Let  be a subspace of . Then each  in  can be written uniquely in the form

where  is in  and  is in . In fact, if  is any orthogonal basis of , then

and .

The vector  in (2) is called the orthogonal projection of  onto  and often is written as . 

 

 

Example 1. Let , and . Observe that  is an orthogonal basis for 

. Write  as the sum of a vector in  and a vector orthogonal to .

 

 

 

 

 

 

 

 

 

projwj =

Note : when W is one- dim 't
.

i. e. W

is spanned by only one vector ñ
.

F-got matches the formula in § 6.2
.
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A Geometric Interpretation of the Orthogonal Projection

 

 

Properties of Orthogonal Projections

Remark: If  is in , then 

Theorem 9. The Best Approximation Theorem
Let  be a subspace of , let  be any vector in , and let  be the orthogonal projection of  onto . 
Then  is the closest point in  to , in the sense that

for all  in  distinct from .

The vector  in Theorem 9 is called the best approximation to y by elements of .

 

proof : 1-et Je w
'

distinct from if
then

g-- i=(y - g)+ IF - v7
By -1hm 8 , J

-if is orthogonal to W . .
As yÉ - it is

in W
, J- YE is orthogonal to ⑤-J .

By the Pythagorean -1hm

11J- v71
'

= lyi-ijli-ihij-t.li .
As ⑤ is distinct from J . 11J- IT > 0 ,

11 g-- yell Aly -811



Example 2.  If , and , as in Example 1.

Determine the distance from  to the subspace .

 

 

 

 

 

 

 

 

 

 

 

Example 3.  Find the closest point to  in the subspace  spanned by  and .

 

 

 

 

 

 

 

 

 

 

ANS : Note : the distance from a point in IR
"

to a

subspace W is the distance from g- to the
nearest point lift in W .

Thus by the Best Approximation -1hm
,
it is

Hye - YÉH Use the result

g.
in Example ,

HEH =Ñ¥F¥I=f¥

projwy =FEE =Ñ¥=¥
if

Note VT and I are orthogonal . The Best Approximation
-1hm states that yÉ= projwy is the closest point toy
in W

.

j=¥¥ñ+ñññ.viii.
¥-1

= :÷iÉ¥÷+ i.
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Recall that an orthogonal basis for a subspace  of  is a basis for  that is also an orthogonal set.

Theorem 10.  If  is an orthonormal basis for a subspace  of , then

If , then  for all  in .

 

Example 4. Let , and .

a. Let  be the  matrix whose only column is . Compute  and .
b. Compute  and .

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1×2 2×1 2×1 1×2

on
.

u=¥

ñu=¥×¥o× ( I - 3) = toll -191=1

nut --¥×¥o ' [ 1-37=1%1; :]
(b) By -1hm 10

.

projwj-fg.ir?)u.--Irin-nHfrofH--%fEf-.f;]
uñj=÷f, -3,11:/=÷f÷.f=f:P



Exercise 5.  Find the best approximation to  by vectors of the form .

Solution. Note that  and  are orthogonal. By the Best Approximation Theorem, the closest point in 

 to  is .

 


